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ABSTRACT: Solar-to-fuel conversion devices require not
only efficient catalysts to accelerate the reactions, but also light
harvesting and charge separation components to absorb
multiple photons and to deliver multiple electrons/holes to
the catalytic centers. In this paper, we show that the spatial
distribution of electron and hole wave functions in CdSe/CdS
quasi-type II quantum dots enables simultaneous ultrafast
charge separation (0.18 ps to adsorbed Methylviologen),
ultraslow charge recombination (0.4 μs), and slow multiple-
exciton Auger annihilation (biexciton lifetime 440 ps). Up to nineteen excitons per QD can be generated by absorbing multiple
400 nm photons and all excitons can be dissociated with unity yield by electron transfer to adsorbed methylviologen molecules.
Our finding demonstrates that (quasi-) type II nanoheterostructures can be engineered to efficiently dissociate multiple excitons
and deliver multiple electrons to acceptors, suggesting their potential applications as light harvesting and charge separation
components in artificial photosynthetic devices.

■ INTRODUCTION
Direct solar-to-fuel conversion is a promising approach for
generating renewable clean energy.1 Many desirable solar fuel
forming reactions require multiple reduction and oxidation
steps.2−4 For example, the oxidation of water (2H2O → O2 +
4H+ + 4e−) requires the removal of four electrons and the
formation of H2 from protons (2H+ + 2e− → H2) needs the
addition of two electrons. Thus solar-to-fuel conversion devices
require not only efficient catalysts to accelerate the reactions,
but also a machinery to accumulate multiple electrons/holes
needed in the catalytic centers through sequential single photon
absorption and single electron transfer events in light harvesting
components. In photosynthetic systems in nature, the four
oxidative equivalents needed to oxidize water are accumulated
by the use of Z-scheme, in which finely tuned protein arrays
with specific spatial distributions and energetic gradients enable
eight sequential single photon induced long distance single
electron transfers while suppressing charge recombination.5,6

Most molecular chromophores, like the ones used in natural
photosynthetic systems, change their absorption properties
dramatically upon excitation or redox events, often losing the
ability to harvest additional solar photons until returning to its
initial state.7 Due to delocalized electrons and continuous
electronic levels in the conduction and valence bands,
semiconductor nanomaterials can continue to absorb efficiently
after accumulation of electrons and/or holes, a unique property
that may provide an alternative approach to construct simpler
artificial photosynthetic systems.
Using semiconductor nanocrystals or quantum dots (QDs)

as light harvesting and charge separation materials in solar
energy conversion devices have been a subject of intense recent

interest.8−11 Semiconductor nanocrystals can generate and
accumulate multiple excitons through either direct multiexciton
generation (MEG) by one high energy photon or multiple
photon absorption (MPA).12−16 In bulk semiconductors,
diffusion of electrons/holes from the interior to the surface
attached catalysts can be inefficient because of their limited
surface areas and competitive electron−hole recombination
processes.17 In semiconductor QDs and related nanostructures,
in addition to the increased catalyst concentration afforded by
the large effective surface area (i.e., larger surface area/volume
ratio), the confinement of electrons and holes lead to enhanced
amplitudes of their wave functions at the surface, enabling
direct and efficient dissociation of excitons by interfacial
electron or hole transfer to surface adsorbed acceptors or
catalysts.11,18−24 Unfortunately, the small volume of quantum
dots also enhances exciton Auger recombination process,
wherein an electron−hole pair (exciton) nonradiatively
recombines by transferring its energy to a third carrier (Figure
1).25−27 The Auger recombination occurs on the 10−100 ps
time scale for biexcitons in CdSe QDs, and its rate becomes
faster with increased number of excitons, competing with the
extraction of multiple electrons and holes needed to drive
photocatalytic reactions.26,28 Furthermore, efficient photo-
catalysis requires not only fast interfacial charge separation
but also slow charge recombination (back reaction). In small
nanoparticles, both the amplitudes of electron and hole wave
functions at the surface are enhanced, speeding up both the
initial charge separation and the subsequent charge recombi-
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nation processes.20,29 Therefore, in QDs, both the enhanced
exciton Auger recombination and interfacial recombination of
the separated charges hinder their applications as multi-
electron/hole transfer centers in photocatalytic systems (Figure
1).
In colloidal nanoheterostructures (core/shell QDs or

nanorods), the relative conduction band (CB) and valence
band (VB) positions of the component materials can be chosen
to tailor the electron and hole distributions (i.e., wave function
engineering) to control the single and multiple exciton lifetimes
within the nanostructure as well as to optimize the rate and
efficiency of interfacial charge transfer to external accept-
ors.30−36 It has been shown that in type II or quasi-type II core/
shell QDs, such as CdTe/CdSe and CdSe/CdS QDs,
respectively, the spatially separated 1S electron and hole wave
functions reduced their Coulomb interaction, increasing the
lifetimes of single and multiple exciton states.31,37−39 Type II
core/shell QDs with shell-localized 1S electrons and core-
localized 1S holes can achieve ultrafast electron transfer (ET)
to adsorbed acceptors while simultaneously retard the charge
recombination process.18,19 The combined properties of long
multiexciton lifetimes, efficient charge separation, and slow
recombination in (quasi-) type II heterostructures suggest that
these may be ideal materials for delivering multiple electrons to
catalysts or redox mediators in artificial photosynthetic systems.
In this study, we investigate the capability of CdSe/CdS

quasi-type II core/shell QDs for storing multiple excitons and
transferring multiple electrons to surface adsorbed methylviol-
ogen (MV2+) molecules (a widely used electron acceptor and
mediator). We show that compared with CdSe or CdS core
only QDs, the delocalized electron wave function in CdSe/CdS
QDs maintains ultrafast electron transfer to MV2+ whereas the
strongly core confined hole wave function greatly slows down
the interfacial charge recombination process. The efficient
charge separation and lengthened multiexciton lifetime in these
materials enables efficient photodriven multiple electron
transfer to adsorbed MV2+ molecules. As many as nineteen
excitons can be generated in one CdSe/CdS QD under 400 nm
excitation, and in the presence of adsorbed MV2+, all nineteen
excitons can be dissociated by interfacial electron transfer. This
result demonstrates the feasibility of using nanoheterostruc-
tures as multielectron transferring light harvesting and charge
separation materials.

■ RESULTS AND DISCUSSION
Characterization of CdSe/CdS Quasi-Type II Quantum

Dots. The CdSe/CdS core−shell QDs were synthesized
following a previously reported successive ion layer adsorption
and reaction method (see SI1).40 We started with a small CdSe
core (∼1.2 nm radius) and coated it with a CdS shell (∼2.2 nm
from TEM measurement). According to an effective mass
calculation, the details of which can be found in SI3, these
particles have a quasi-type II band alignment with a delocalized
1S electron throughout the core and shell and a strongly core-
confined 1S hole (Figure 2A). This finding is consistent with

previous experimental studies and calculations of CdSe/CdS
core/shell QDs of similar core and shell dimensions.38,41 As
shown in Figure 2B, the static ultraviolet and visible (UV−vis)
absorption spectrum exhibits a peak at 575 nm (denoted as T0)
and a much more intense bulk-like continuous absorption band
with an onset at ∼475 nm (denoted as T1), which is more
clearly seen in the transient absorption (TA) spectrum. The T0
band is close to the emission peak at 590 nm (Figure 2B) and
can be assigned to the transition between the lowest energy CB
electron (1Se) and VB hole (1Sh) levels in the core/shell
structure (1Se−1Sh). As shown in the transient absorption
(TA) spectrum at 1 ns (Figure 2B), the formation of 1S exciton
state leads to bleaches at both the T1 and T0 bands, suggesting
that these transitions involve the same 1Se level. Therefore, the
T1 band is assigned to the transition between the delocalized
1Se level and the lowest energy hole level above the VB band
edge of the CdS shell. The transitions between the quasi
continua of higher energy electron and hole levels give rise to
the bulk-like absorption feature seen in Figure 2B. The

Figure 1. Competition of multiexciton dissociation and catalysis with
exciton annihilation and charge recombination processes in quantum
dot-catalyst complexes.

Figure 2. (A) Schematic energy level diagram and lowest energy
electron and hole wave functions in CdSe/CdS (core/shell) quasi-type
II QDs. According to an effective mass calculation (see SI3), the
electron wave function (blue solid line) is delocalized and hole wave
function (red solid line) is localized in the core. The black dashed
vertical arrows connect the levels involved in the T0 and T1 transitions
and the curved arrows indicate the electron and hole relaxation
processes after 400 nm excitation (blue arrow). (B) Static absorption
(black solid line) and static emission (red dashed line) and transient
absorption (at 1 ns, green line) spectra of CdSe/CdS QDs. (C)
Transient absorption spectra and (D) bleach formation kinetics of T0
(575 nm) and T1 (475 nm) bands of CdSe/CdS QDs at indicated
delay times (0−3 ps) after 400 nm excitation (at low intensity ∼27
μW/cm2).
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transition energies of the T1 and T0 bands are in good
agreement with the calculated values (SI3), and the identities of
the involved electron and hole levels are consistent with the
excitation wavelength dependent carrier dynamics in CdSe/
CdS QDs (SI4), providing further support of this assignment.
Single Exciton Charge Separation and Recombination

Kinetics in CdSe/CdS QDs. We first examine the transient
spectra of free QDs (without adsorbed MV2+) under low 400
nm excitation (∼27 μW/cm2) to ensure that the signal is
dominated by single exciton states. The TA spectra in the first 3
ps are shown in Figure 2C and the complete spectra up to 1 μs
can be found in Figure S5. Transient signals in CdX (X  S,
Se, and Te) QDs have been shown to be dominated by the
transient bleach of 1S exciton absorption bands caused by the
state filling of the 1S electron level.42,43 Excitation at 400 nm
creates a hot electron and hot hole above the CB and VB edges,
whose relaxation to the 1Se and 1Sh levels, respectively, leads to
the continuous red-shift of the T1 bleach and the growth of the
T0 bleach shown in Figure 2C and D. After this initial
relaxation, the bleaches are long-lived, consistent with a long-
lived single 1S exciton state. From the bleach recovery kinetics
(Figure S5), the half-lifetime of the single exction state is
determined to be ∼30 ns, which is about twice as long as that in
CdSe core only QDs (∼15 ns) and is consistent with the
reduced electron−hole wave function overlap expected in such
quasi-type II QDs. In addition to the T1 and T0 bleach features,
the TA spectra of excited QDs also show much smaller
photoinduced absorption features at >610 nm, which will be
further discussed later.
The TA spectra of free CdSe/CdS QDs and CdSe/CdS−

MV2+ complexes at 5 ps are compared in Figure 3A and the
corresponding kinetics at T0, T1 and 630 nm in the first 5 ps are

compared in Figure 3B. These spectra were recorded under the
same single exciton excitation conditions and the comparison of
TA spectra from 100 fs to 1 μs can be found in SI5. In QD−
MV2+ complexes, the adsorption of MV2+ reduces the exciton
lifetime, as indicated by the complete quenching of QD
emission (data not shown) and ultrafast recovery of the exciton
bleaches in the transient absorption spectra. The bleaches at the
T1 and T0 bands show much smaller initial amplitudes and
nearly complete recovery in the first 5 ps compared to free
QDs, in which negligible recovery was observed (Figure 3B &
C), suggesting an ultrafast (hot) electron transfer from the QD
to MV2+. Concomitant with the QD exciton bleach recovery,
derivative-like features of the exciton bands and a positive
absorption band centered at ∼610 nm are formed (Figure 3D).
The latter feature matches well with the absorption spectrum of
MV+ radicals (Figure 3A inset), confirming the ultrafast
electron transfer from CdSe/CdS QDs to MV2+ molecules.
Furthermore, the TA spectra of the charge separated state in
CdSe/CdS−benzoquinone (BQ) complexes (Figure S6) show
only the exciton derivative feature and lack the band at 610 nm,
consistent with the assignment of this band to MV+•. The
derivative-like feature can be assigned to the Stark-effect
induced exciton peak shift in the charge separated state (QD+−
MV+•) similar to those observed in the charge separated states
of core/shell (CdTe/CdSe and CdSe/ZnS) QD-anthraquinone
complexes.18,19 Similar TA features are observed in CdSe−
MV2+(Figure S7) and CdS−MV2+(Figure S8), in which the
Stark-effect features are well separated from the MV+• radical
absorption band. As shown in Figures S5B and S9, after the
initial formation, these Stark-effect and MV+• radical features
decay on the ns to μs time scale due to the charge
recombination process. Assuming that the adsorption of
MV2+ does not create other unobserved exciton decay
pathways, the above spectral evidence (complete and ultrafast
exciton bleach recovery and ultrafast formation of charge
separated state) suggests that in CdSe/CdS−MV2+ complexes,
the single exciton state in QDs decays by ultrafast electron
transfer to MV2+ with 100% quantum yield. The growth and
decay of the MV+ radical signal at 630 nm can be fitted by
multiple-exponential and stretched exponential functions,
respectively (SI5). From the fit, we determine a half-life time
of 0.18 ± 0.02 ps and 425 ± 20 ns for the charge separation and
charge recombination processes, respectively.
As a comparison, the charge separation and recombination

kinetics in CdSe−MV2+ and CdS−MV2+ complexes were also
investigated. The details of their TA spectra, kinetics and
analysis can be found in SI7 and SI8. The kinetics of MV+

radical formation measured at ∼630 nm in CdSe, CdS, and
CdSe/CdS QDs are compared in Figure 3E. Compared to
CdSe core only QDs, CdSe/CdS core/shell quasi type II QDs
maintain a similar ultrafast charge separation rate but slow
down the charge recombination process by ∼1000 times. This
much improved charge separation property can be attributed to
the electron and hole distributions in the quasi-type II material:
the delocalization of the CB electron maintains a large
amplitude of electron wave function at the shell surface,
enabling an ultrafast electron transfer to the adsorbates,
whereas the strongly core confined VB hole reduces electronic
coupling strength for the charge recombination process,
resulting in a much longer lived charge separated state.19 For
reasons yet to be understood, the charge separation and
recombination rates in CdS−MV2+ complexes are both ∼10
times slower than those in CdSe−MV2+ complexes.

Figure 3. (A) TA spectra of free CdSe/CdS QDs (red dashed line)
and CdSe/CdS−MV2+ complexes (blue solid line) at 5 ps after 400
nm excitation under single exciton conditions (∼27 μW/cm2). (Inset)
An expanded view of the spectra at 500−750 nm and a comparison
with MV+ radical spectrum (dashed black line), showing photo-
generated MV+ radicals in the QD−MV2+ complexes. (B−D)
Comparison of TA kinetics probed at (B) 475 nm (T1), (C) 570
nm (T0), and (D) 630 nm (MV+ radical) in free CdSe/CdS QDs (red
circles) and CdSe/CdS−MV2+ complexes (blue triangles). (E)
Comparison of normalized MV+ radical formation and decay kinetics
in QD−MV2+ complexes of CdSe (blue), CdS (green), and CdSe/CdS
(red) after 400 nm excitation.
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Multi-Exciton Dyanmics in CdSe/CdS QDs. To inves-
tigate the exciton−exciton annihilation dynamics and quantify
the average number of excitons generated in CdSe/CdS QDs,
we recorded TA spectra in free QDs as a function of excitation
intensities from ∼27 to ∼4250 μW/cm2 (see SI9). A
representative set of TA spectra of CdSe/CdS QDs recorded
at the highest excitation intensities (4250 μW/cm2) is shown in
Figure 4A. In addition to the bleaches at T1 and T0 bands, the

transient spectra show two broad photoinduced absorption
(PA) bands centered at ∼640 nm (PA1) and 825 nm (PA2).
The PA1 feature extends into the T0 band, but its contribution
can be subtracted to reveal the kinetics of T0 bleach only, which
are shown in Figure 5A.44 The details of the subtraction are
provided in SI12. As discussed in SI6, these PA bands were
shown to remain unchanged when the 1S electrons were
transferred to electron acceptors and can be attributed to
transitions involving the VB or trapped hole in the QD. At all
excitation intensities, the amplitudes of these features (T0, T1,
PA) initially grow and reach a maximum at tmax due to the initial
hot electron and hole cooling process (see Figure 2C and D).
The value of tmax ranges from 0.3 to 2 ps, becoming shorter
with increasing excitation intensity, reflecting the carrier density
dependent hot electron and hole relaxation time.45

At the lowest excitation intensity, there are negligible changes
in the peak position and amplitude of these features (T1, T0,
PA1, and PA2) between tmax and 1.4 ns, indicating that the
signal is dominated by the long-lived single exciton state, as
discussed previously. At higher excitation intensities, these
features show fast decay components (Figure 5A and B) caused
by fast exciton−exciton annihilation processes. At all excitation
intensities, the transient spectra and kinetics after 1.4 ns (tL)
become identical to those at the lowest excitation intensity (see
T1 peak shift in Figure 4D and T0 kinetics in SI10), suggesting
the completion of multiexciton annihilation at this delay time
and negligible sample degradation under all excitation

intensities. However, between tmax and 1.4 ns (tL), these
features exhibit different excitation intensity dependence in
their amplitudes, peak positions and decay kinetics. For
example, the T0 bleach amplitude recovery kinetics become
independent of the excitation intensity after 1250 μW/cm2

(Figure 5A), while the PA2 kinetics (amplitude and kinetics)
and T1 bleach (amplitude and peak shift) saturates at a higher
excitation intensity (3450 μW/cm2). As will be discussed
below, these variations indicate different dependence on the
number of excitons and reflect the different degeneracy of these
transitions.
We first compare the TA spectra at tmax (Figure 4B) and the

peak positions (Figure 4C) as a function of delay time for the
T1 bleach at all excitation intensities. At higher excitation
intensities, the amplitude of T1 bleach (at tmax) increases, its
width broadens, and peak position shifts to higher energy.
These features suggest the filling of more and higher energy CB
electron levels at higher excitation intensities, similar to the
band filling induced dynamic Burstein−Moss shift observed in
many semiconductor materials.46−48 We model the observed
intensity dependence of T1 bleach spectra by assuming a bulk
like density of states for T1 and higher energy transitions (see
SI11 for details).47 As shown in Figure S11B, the calculated
spectra reproduce the blue shift, broadening and amplitude
increase of the T1 bleach band at higher excitation intensities.
The qualitative agreement suggests a quasi-continuum of
conduction band states in the CdSe/CdS QDs, consistent
with the bulk-like UV−vis absorption features above the T1

transition and the calculated weekly confined electron levels.
We note that the initial peak position appears to no longer
increase after the excitation intensity reaches 3450 μW/cm2

(Figure 4D), suggesting the saturation of the number of
excitons generated in the QDs. This peak position is lower than
3.2 eV, suggesting that not all states at the excitation and lower
energies are filled. The saturation is likely a transient effect
during the excitation pulse, after which, some of the hot
electrons and holes relax to fill the lower lying states, shifting
the bleach to lower energy.

Figure 4. (A) TA spectra of CdSe/CdS QDs at 0.5 ps, 3 ps, 10 ps, 50
ps, 100 ps, 500 ps, and 1.4 ns (from bottom to top) at the highest 400
nm excitation intensity (∼4250 μW/cm2). (B) TA spectra at tmax
(when the bleach amplitudes are largest) under different excitation
intensities (from 27 to 4250 μW/cm2). The spectra between 500 and
840 nm are expanded in the inset of (A) and (B) to more clearly show
the photoinduced absorption features at >600 nm. (C) The time
evolution of the T1 bleach peak position at different excitation
intensities. (D) T1 bleach peak positions at tmax and tL = 1.4 ns as a
function of the excitation intensity.

Figure 5. (Left column) Normalized transient kinetics (open symbols)
at T0 (A) and PA2 (B) bands at different excitation intensities. The
solid lines are fits to a stochastic multicarrier annihilation model
described in the main text. (Right column) Normalized TA signal of
T0 (C) and PA2 (D) at tmax (red circles) and tL (blue triangles) as a
function of excitation intensities. The solid and dashed lines in C and
D are fits to eqs 2−4.
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To quantify the number of excitons in the QD at any given
excitation intensity level, we analyze the intensity dependence
of the TA signal at T0 and PA2 bands. Excitation at 400 nm (or
3.2 eV) creates electron and hole pairs at 1 eV above the band
edge. We assume that the probability of a QD encountering n
photons, f(n), within the laser pulse duration is governed by the
Poisson statistics: f(n) = wne−w/n!.21,42 Here w is the average
number of encountered photons, which scales with the
excitation pulse energy (I), i.e., w = CI. The scaling factor C,
dependent on the absorption cross section as well as the pump
and probe beam geometries and overlaps, cannot be accurately
calculated. Instead, we rely on the fitting procedure to be
discussed below to determine its value, which enables the
determination of the average number of excitons at any given
excitation intensity. The total number of excitons that can be
created within the excitation pulse depends on the competition
between the photon absorption and electron/hole relaxation to
lower lying levels to avoid saturation. At low excitation fluence,
when the absorption rate is low compared to the relaxation rate,
every QD-photon encounter leads to the absorption of one
photon and the generation of one exciton. At high excitation
fluence, the photon encounter rate may exceed the electron/
hole relaxation rate, leading to a transient saturation of the
absorption process within the excitation pulse duration. We
assume that there is a maximum number (Nmax) of excitons that
can be generated in each QD. After reaching Nmax, the random
encounter no longer leads to a photon absorption and exciton
generation event. At early delay time (t = tmax, prior to the
exciton−exciton annihilation process), the number of excitons
(n) generated in a QD can be assumed to obey the Poisson
distribution (P(n,tmax) = f(n) = wne−w/n!) at n < Nmax, and
saturates at n = Nmax, i.e., P(Nmax,tmax) = 1− Σn = 0

Nmax−1f(n). The
average number of excitons in the QDs (m) is given by

∑=
=

m N P n t n( ) ( , )
n

N

max
0

max
max

(1)

It predicts that m(Nmax) = w = CI when m≪ Nmax but saturates
when m approaches Nmax.
As discussed above, at tL = 1.4 ns, all multiple excitons have

annihilated and only single exciton states remain. Therefore, at
tL = 1.4 ns, the transient signal amplitudes, ΔA(λ,tL), at T0 and
PA2 bands are proportional to the number of excited QDs:
ΔA(λ,tL) = α(λ)[1 − P(0,tmax)], where α(λ) is a wavelength
dependent scaling factor that is proportional to the extinction
coefficients of these transitions. We define a normalized
transient signal

Δ λ = Δ λ α λ

= −

= − −

S t A t

P t

( , ) ( , )/ ( )

1 (0, )

1 e w

L L

max
(2)

These normalized transient absorption signals represent the
probability of finding excited QDs in the ensemble. At high
excitation intensities, when all QDs are excited, ΔS(λ,tL)
approaches one, from which we can determine the normal-
ization factor α(λ). The transient signals at other delay times
are also normalized by the same scaling factor to obtain
normalized transient signals, ΔS(λ,t) = ΔA(λ,t)/α(λ), which
are shown in the kinetics traces in Figure 5A and B.
The transient bleach signal at T0 band is determined by the

state filling of the 1S electron level. Because of the 2 fold spin

degeneracy of this level, we assume that the T0 bleach
amplitude in QDs with multiple (n ≥ 2) excitons is twice as
large as that with a single exciton. Therefore, the initial
normalized transient bleach signal at tmax is given by

Δ = + −

−

= − + −

S T t P t P t

P t

w

( , ) (1, ) 2[1 (0, )

(1, )]

2 (2 )e w

0 max max max

max

(3)

It predicts that at w ≫ 1, when all QDs have two or more
excitons, ΔS(T0,tmax) approaches 2.
The transient absorption signal PA2 appears to increase

linearly with excitation power (or the average number of
excitons). The corresponding normalized transient signal at tmax
is

∑Δ = =S PA t nP n t m( , ) ( , )
n

2 max max
(4)

The normalized transient signals,ΔS(λ,tL) and ΔS(λ,tmax), at
T0 and PA2 bands are plotted as a function of excitation
intensities in Figure 5C and D. These data can be fit by eqs
2−4 with the scaling factor C (=I/w) and Nmax as the only
fitting parameters. These data are well fit by this model, from
which the average number of excitons (m) at all excitation
powers can be obtained. The normalized transient absorption
signal ΔS(PA2,tmax) (or m) increases linearly with the excitation
intensity until m > 16. At higher excitation intensity, the signal
saturates, deviating from a linear dependence on the excitation
intensity. Similar saturation behavior was observed in the T1
bleach position (Figure 4D) indicating that there is an upper
limit to the number of excitons in the QD. The saturation
behavior can be best fit with Nmax = 20. Our result suggests that
these QDs can accommodate a maximum of 20 excitons per
QD at 400 nm excitation. At the highest excitation intensity
(4250 μW/cm2) used in this study, the average number of
excitons per QD reaches 19 in our sample.
The decay of the normalized transient signals at T0 and PA2

from the initial distribution of multiple excitons states,
ΔS(λ,tmax), to the final single exciton states,ΔS(λ,tL), is
governed by the multiple exciton decay dynamics. The kinetics
at T0 and PA2 are different due to their different dependence on
the number of excitons as discussed above. The normalized
transient signals at T0 and PA2 transition at delay time t are
given by

Δ = + − −S T t P t P t P t( , ) (1, ) 2[1 (0, ) (1, )]0 (5)

∑Δ =S PA t nP n t( , ) ( , )
n

2
(6)

where P(n,t) is the probability of finding QDs with n excitons at
time t. Assuming that n-exciton state can only decay
sequentially (to n − 1 exciton state) by auger recombination
(with time constant τn), the time-dependent distribution of
multiexciton states in QDs is described by a set of coupled rate
equations26,49,50

= +
τ

−
τ+

P n t
t

P n t P n td ( , )
d

( 1, ) ( , )

n n1 (7)

The single exciton state lifetime is assumed to be 30 ns.
Because it is ≫1.4 ns, it does not significantly influence the
kinetics shown in Figure 5A and B. The initial exciton
distribution, P(n,tmax), at a certain excitation power has been
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obtained from fitting the early time and longer time transient
signal amplitudes shown in Figure 5C and D. The Auger
recombination time of n-exciton states have been reported to
obey quadratic (τn

−1 ∝ n2), cubic (τn
−1 ∝ n3) or statistical (τn

−1

∝ n2(n − 1)) scaling laws, depending on the materials and
size.26,28 From the calculated P(n,t), fits to the normalized
kinetics at T0 and PA2 can be obtained using eqs 5 and 6,
respectively. As shown in Figure 5A and B, the kinetics of both
T0 and PA2 at most excitation intensities can be well fit by this
model with the biexciton lifetime (τ2) as the only fitting
parameter. The statistical scaling law yields the best fit, from
which, we obtain the biexction lifetime and deduce lifetimes of
all other higher order-exciton states (τ2 ≈ 440 ps, τ19 ≈ 270 fs),
which are listed in Table S5. As a comparison, the biexciton
lifetime in the CdSe core only QD (1.2 nm radius, without the
CdS shell) is ∼6 ps,26 or 80 times shorter. The biexciton
lifetime in a CdSe QDs of the same size (3.4 nm radius) can be
estimated to be ∼130 ps from a volume scaling law,25 which is
about 4 times shorter. The prolonged biexciton lifetime in
CdSe/CdS QDs can be attributed to reduced electron−hole
wave function overlap in this quasi-type II structure37 and
possibly to alloy formation at the core/shell interface.39 The fits
deviate substantially from the experimental data at high exciton
number (m > 12) per QDs, the reason for which is yet to be
understood. It may suggest the failure the statistical scaling law,
which assumes that all electrons and holes are equal in the
Auger recombination process, and/or the presence of other
recombination pathways at high carrier densities.
Multi-Exciton Charge Separation and Recombination.

We conducted TA measurement on QD−MV2+ complexes as a
function of excitation intensities under the same conditions as
those for free QDs. Because MV2+ molecules do not absorb at
400 nm, the average number of excitons generated in the QD−
MV2+ complex at a given excitation intensity should be the
same as in free QDs and have been quantified above. By
measuring the average number of MV+ radicals generated under
these conditions, the average number of dissociated excitons
can be determined. The complete set of transient spectra at
different excitation intensities are shown in SI9. It shows the
formation of MV+ radical absorption band at 630 nm and the
corresponding recovery of the QD exciton bleach at early delay
times. The TA spectra at ∼8−10 ps, when the amplitude of
MV+ radical absorption band reaches the maximum, are
compared in Figure 6A for all excitation intensities. The
comparison shows that the amplitude of MV+ radical
absorption increases with excitation intensity until it saturates
at 3450 μW/cm2 when the average number of excitons per QD
also saturates.
From the amplitude of MV+ radical TA absorption signal

ΔA(MV+) we calculate the average number of radicals per QD
(SMV

+): SMV
+ = ΔA(MV+)/α(MV+). Here α(MV+) is a scaling

factor that depends on the extinction coefficients MV+ radical
and QD concentration. As discussed above, at the lowest
excitation intensity (when multiple excitons are negligible),
every exciton dissociates by electron transfer to MV2+ to
generate a MV+ radical, i.e., SMV

+ = m. Therefore, we scaled the
MV+ signal at 630 nm (at 8−10 ps) by a factor α(MV+) such
that it equals to m at this low excitation intensity. The same
scaling factor is applied to all the measured MV+ signal
amplitudes (at 8−10 ps) at higher excitation intensities. Thus,
the normalized MV+ signal represents the average number of
MV+ radicals (or dissociated excitons) per QD. We note that
the TA signal at 630 nm contains a small portion (14−18%) of

QD PA signal, which has been determined in the free QD
samples and subtracted from the total signal in QD−MV2+

complexes to obtain the MV+ radical signal (see Figure S13).
The normalized MV+ radical signals at 8−10 ps as a function of
excitation intensity are plotted in Figure 6C (dark green dot). It
shows that the average number of MV+ radicals per QD (SMV

+)
closely follows the average number of excitons generated (m) in
the free QD, suggesting that all excitons generated in the QDs
under 400 nm illumination can be dissociated by electron
transfer to MV2+ to produce MV+ radicals with nearly 100%
quantum yield. At the highest excitation intensity (4250 μW/
cm2), on average, 19 excitons were generated and dissociated
from each QD to produce 19.1 ± 0.5 MV+ radicals. The error
bar reflects the standard deviation of two measurements.
To follow the fate of the multiple-charge separated state, we

have plotted the normalized MV+ radical signals (i.e., the
average number of MV+ radicals per QD) as a function of time
from femtoseconds to microseconds in Figure 6B. The data
before and after 1.4 ns were acquired at different instruments
with different excitation intensities. The kinetics traces acquired
at the highest excitation intensities connects smoothly because
the average number of dissociated excitons (and hence MV+

radicals) saturates to the same value in the QDs. Below
saturation, these kinetics do not connect well because different
excitation intensities. It is interesting to note that the exciton
dissociation rates remain ultrafast even when 19 excitons were
dissociated. The enhanced electron−electron repulsion and
weakened electron−hole attraction in this kind of quasi-type II
structures37,41 may account for this ultrafast multielectron
transfer rates. With increasing number of dissociated excitons,
the MV+ radical kinetics shows a faster decay, suggesting a
faster charge recombination process (of the holes in the QDs
and electrons in MV+ radicals), which is consistent with
bimolecular nature of this process. Nevertheless, the half-life
times of charge separated states with two and nineteen
dissociated excitons in one QD are ∼80 and ∼2.3 ns,

Figure 6. (A) Average TA spectra of QD−MV2+ complexes at 8−10
ps (when the MV+ radical signal has reached maximum) at indicated
excitation intensities. (B) Kinetics of normalized MV+ radical TA
signal at 630 nm in QD−MV2+ complexes. The normalized MV+

radical signal represents the average number of MV+ radicals per QD
(see the main text for details). (C) Normalized MV+ radical signal (at
8−10 ps) in QD−MV2+ complexes as a function of excitation
intensities. (D) Schematic depiction of ultrafast transfer of 19
electrons from CdSe/CdS QDs to adsorbed MV2+ molecules.
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respectively, in this core/shell structure, suggesting the
possibility of driving multielectron catalytic reactions.

■ CONCLUSION

Semiconductor nanomaterials can continue to absorb photons
at excited or charged states, offering the possibility to deliver
multiple electrons/holes needed in solar-to-fuel conversion
devices. The quantum confinement of electron and hole in
semiconductor nanocrystals enhances ultrafast charge separa-
tion rate, but it also enhances the rates of charge recombination
and exciton−exciton annihilation (by Auger recombination),
hindering the efficient extraction of multiple carriers. In
nanoheterostructures with type II or quasi type II band
alignment, it is possible to tailor the distributions of electron
and hole wave functions to selectively control these rates. Using
CdSe/CdS quasi-type II core shell QDs, we demonstrate that
ultrafast charge separation, ultraslow charge recombination and
slow exciton Auger annihilation can be simultaneously
achieved. With adsorbed methylviologen molecules as model
electron acceptors, nineteen excitons per QD can be dissociated
with unity yield by electron transfer to the adsorbed MV2+ and
the lifetime of the multiple-charge separated state is lengthened
considerably compared to core only QDs.
Our study demonstrates that type II nanoheterostructures

can be used as potential light harvesting and charge separation
components in artificial photosynthetic systems to enhance
multiple exciton dissociation efficiencies. For practical
applications, it is desirable to remove the valence band holes
efficiently by external circuit or other electron sources, which
can be facilitated in linear or branched type II heterostructures
where both carriers are exposed to charge collection net-
work.51,52 Furthermore, efficient exciton dissociation would
need to be coupled with schemes of generating multiple
excitons. Direct MEG by one high energy photon has been
reported in type II materials with threshold energy below that
for each constituent material.53 Alternatively, methods to
enhance light harvesting rates of nanoheterostructures by
plasmonic enhancement54 and by building large QD-antenna
complexes should also be explored.
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